
 IV CONGRESO INTERNACIONAL DE INGENIERÍA MECATRÓNICA Y AUTOMATIZACIÓN - CIIMA 2015 /  60

MEMORIAS

MEMORIAS

A New Corner Detector Approach 
for Occupancy Grid Map Merging

Carlos alberto Velásquez Hernández (1), FlaVio augusto Prieto ortiz (2)

(1) cvelasquez@unal.edu.co
Department of Electrical and Electronic Engineering 

National University of Colombia
Bogotá, Colombia

(2) faprietoo@unal.edu.co
Department of Mechanical and Mechatronics Engineering 

National University of Colombia
Bogotá, Colombia



Envigado (Colombia), 21 y 22 de octubre de 2015 61

MEMORIAS MEMORIAS

MEMORIAS

A New Corner Detector Approach for 
Occupancy Grid Map Merging

A B S T R A C T

Keywords: 
Corner Detectors; Feature 
Detector; Computer Vision; 
Occupancy Grid Map 

The problem of merging maps in SLAM is one of the 
most studied in this field, because it allows to extend 
the SLAM algorithms to Multi-SLAM field. This issue is 

treated as a problem of merging images. In computer vision, 
merging images issue, nowadays it has many approaches 
for solving it, using feature extractors and descriptors. In this 
paper, we propose and show a new corner detector technique 
that can be used in map images. The results obtained in our 
tests show that, our corner detector is reliable and efficient 
to extract features in images generated by SLAM algorithms. 
Furthermore, we compared our algorithm with others feature 
detectors like Harris Corner Detector, Shi-Tomasi Detector, 
among others. We found out our corner detector has a good 
and reliable performance, doing the extraction from those 
kinds of map images.
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I .  I N T R O D U C T I O N 

In recent years, the problem of merging maps 
in SLAM and Multi SLAM field, is one of the most 
studied in the academic research [1-4], because 
map merging involves the treatment, at the same 
time, of many occupancy grid maps (OGM) which 
are built by mobile robots. In fact, the map merg-
ing proposed approaches trying to solve this prob-
lem from different points  such as,  programming 
real encounters of robots in the environment [5], 
setting-up initials conditions like knowing the initial 
position of each robot or sharing the same initial 
position for all robots.

      There are authors [6] trying  to solve the map 
merging problem without programming any en-
counter among robots and without any initial con-
dition. They try to solve the problem just treating it 
as an image matching issue. From this point of view, 
we propose a new corner detector approach that 
is able to extract the most important features from 
occupancy grid maps built by SLAM algorithms. In 
fact, our new approach, tries to solve a concurrent 
problem for the map merging approaches without 
any initial condition: extract meaningful features 
as fast as it can, because one the most important 
drawbacks in these approaches is the deficiency to 
apply them in real time operations. Extracting fea-
tures from maps and matching these features in real 
time takes long time and it makes impossible to do 
a scalable map merging algorithm.

      In this paper, we report a new corner detec-
tor technique that is able to extract features from 
this kind of maps. We focus just in step of feature ex-
traction and we report that our technique has good 
properties to perform faster than others known cor-
ner and features detectors. We compare our tech-
nique with Harris Corner Detector, Shi-Tomasi De-
tector and Trajkovic-Hedley Detector, those are the 
most used feature detectors.

      Our tests have proven that our new corner 
detector has a suitable anti-noise performance and 
good speed to perform the task (corner detection). 
As our approach was developed for OGMs, tests did 
not consider the time used by the others algorithms 

to build an image. We only analyzed the stability, 
noise and time consumption (complexity) of the 
algorithms, not the time involved to get the data 
information because it depends on the algorithms 
programmer.

Furthermore, we extend our approach to the im-
age processing field because we found it can per-
form well in other kind of images. A good report 
about this extension is a future work proposed with 
the aim to prove the perform of our corner detector 
algorithm.

Finally, this paper is divided in the following sec-
tions: In Section 2 we explain the related work of the 
corner detector  used in our tests, describing the 
main ideas of the feature detectors. In Section 3 we 
describes our corner detector. Section 4 describes 
the configuration we have done to ensure the best 
perfomance for each method, while Section 5 de-
scribes the results obtained from the analysis we 
have done.  Section 6 explains  final conclusions and 
future work related to this work.

I I .  C O R N E R  D E T E C T O R S

  These techniques belong to Feature Extractors 
and their applications make Corners Detectors the 
best known and used methods in the field of Im-
age Processing. They differ from another group of 
extractors (Flat Detectors) because their analysis ap-
proach to the process images (pixel by pixel). In [7] 
a full analysis of the most representative techniques 
of each group is presented.

Corners detectors, as its name says, are responsi-
ble for selecting those image points of interest to the 
researcher. These points may include corners, edges 
or characteristic points within the image. They most-
ly serve to detect the center of well-known forms 
as squares, crosses, lines, triangles, among others, 
to detect changes in the image gradient on these 
forms.

A. Moravec Corner Detector 

The first Corner Detector approach was proposed 
by Moravec in 1977 [8], whose main idea was to use 
a window or kernel on each pixel of the image and 
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detect, through a threshold, the minimum intensity 
change, using the neighbors of the analyzed pixel. If 
any change is detected in any direction on the pixel, 
it is considered as a homogeneous region. However, 
if the pixel is located on an edge, it exists an intensity 
change located in one direction while in the perpen-
dicular one, the image gradient does not have some 
change. Finally, if the pixel is on a corner, intensity 
changes should be different in all directions. Com-
monly these movements are made with the four 
straight neighbors of the analyzed pixel.

However, this technique presents a problem 
when a corner or edge is located in a different angle 
as 45°, 30° because it only uses the four straight di-
rections (0°, 90°, 180°, 270°). This technique is not in-
variant to rotation and depends of the alignment of 
features with the axis X and Y of the image. Another 
important drawback with this technique is detec-
tion of small changes in intensity according to the 
threshold, so the response of the technique could 
give many false features that are not representative 
to be classified as a real features of the image.

B. Harris Corner Detector

Based on Moravec Corner Detector, in 1988 was 
proposed another corner detector by Harris and 
Stephens [9] as a solution to the drawbacks pre-
sented in the Moravec technique. This method pro-
poses the use of a matrix tensor (1) built for each im-
age pixel. This tensor included the derivative of the 
image in X and Y axis. Since the rectangular mask 
applied by Moravec does not cover the same area 
when it is rotated, the image is subjected to a con-
volution with a Gaussian mask.

M =
lx lx

 
T =   lx

2           lxly
(1)ly ly lylx       ly

2  

Furthermore, Harris and Stephens proposed a 
new metric, based on the eigenvalues of the tensor 
to measure and determine if a pixel is on a charac-
teristics point:

• If  λ1 ≈ 0  and  λ2 ≈ 0 ,  the pixel is on a homog-
enous region.

• If  λ1 ≈ 0  and  λ2 » 0, the pixel is on an edge.

• If  λ1 and  λ2  have a big value, the pixel is on 
a corner. 

However, this analysis has a high computational 
time, so that is the reason why Harris and Stephens 
proposed the following measure to optimize the 
performance of the algorithm [9]:

mh = det (M) – k * tr 2 (M)                                               (2)

Where k is a constant proposed by the authors 
that was tuned between 0,04-0,08. Therefore, the 
analysis of the image pixels follow the next condi-
tions:

• If  mh  > 0 and small, the pixel is on a uniform 
intensity region.

• If mh  < 0 , the pixel is on an edge.

• If mh  > 0 with a high value, the pixel is on a 
corner. 

This technique certainly showed a significant ad-
vance in the detection of features within an image; 
however, it presents a problem of scalability be-
cause it could increase the time of image processing 
and it could lose accuracy in the feature detection 
because of the data lost from the original image.

C. Shi-Tomasi Detector

This technique is a modification of the Harris Cor-
ner Detector. Basically, the authors modify the met-
ric established by Harris to identify whether a point 
is a corner or not.

While Harris states the following measure [9]:

mh = det (M) – k * tr 2 (M)                                               (3)

Shi-Tomasi selects the minimum eigenvalue of 
the matrix tensor associated to each pixel [10]:

mshi = min (λ1, λ2)                                                            (4)

D. Trajkovic-Hedley Detector

This detector was proposed by Miroslav Trajkovic 
and Mark Hedley in 1998 [11]. Also, it is known as 
Trajkovic-Hedley corner detector.

This detector is a Feature Extractor technique 
based on the analysis of the closest neighbors to a 
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point (pixel) by analyzing the grayscale level of each 
neighbor pixel. Fig 1 shows the analyzed pixel C 
with its four direct neighbors (A, A’, B and B’ points) 
and its four diagonal ones (P, P’, Q and Q’ points). 
This technique showed a substantial change in the 
analysis and feature detection in images, it does not 
use a window to move through the entire data set 
of the image.

Additionally, it does not use the concept of image 
gradient and also, it does not use filters or edge de-
tectors for analysis. The only thing used by this tech-
nique is the analysis of the nearest neighbors of an 
image in low and high resolution. This analysis can 
include the 4 straight neighbors or the 8 neighbors.

Fig 1. Analysis made by Trajkovic to calculate the corner 
measure of the C point. Image from [7].

Trajkovic Algorithm has 3 steps. First step is an 
analysis in low resolution with the aim to extract 
the most representative points of the image with 
this condition. In low resolution, it uses the follow-
ing metric to accept or reject a point as a possible 
corner:

rA = (fA – fC)2 + (fA’ – fC’)
2                            (5)

rB = (fB – fC)2 + (fB’ – fC’)
2                            (6)

R = min (rA , rB )                                                                           (7)

A thresholds Threshold1 and Threshold2 are de-
fined experimentally based on the knowledge from 
images to analyze. So, if R > Threshold1, the point 
is accepted as a candidate to be analyzed in the 
second step. Second step is the same analysis but 
in high resolution (the original image) and it only 

analyzes the points extracted in the first step. In this 
section, the algorithm applies the same metric to 
accept or reject the analyzed point. However, the 
threshold used is changed: R > Threshold2.

Finally, if a candidate point pass to the last step, 
the algorithm uses the following equations to calcu-
late the corner measure:

C = rA                                                                                  (8)

B1 = (fB – fA)(fA – fC) + (fB’ – fA’) (fA’ – fC)                          (9)

B2 = (fB – fA’ )(fA’ – fC) + (fB’ – fA) (fA – fC)                     (10)

B = min(B1, B2)                                                             (11)

A = rB – rA – 2B                                                                                 (12)

If  B < 0 & A + B > 0, the analysis continues with:

B2

R = C – (13)
A

Else,

R = min (rA , rB)                                                             (14)

Therefore, a point will be accepted as a corner o 
feature point if R > Threshold2.

In this way, the Trajkovic-Hedley algorithm con-
cludes and, as we can see, it filters the data through 
the 3 steps explained above until extract the final 
features points of the image.

I I I .  T H E  P R O P O S E D  C O R N E R  D E -
T E C T O R  A L G O R I T H M

This new feature detector is based on Trajkovic 
Detector, which analyzes the closest neighbors to 
the pixel analyzed in order to establish whether or 
not it belongs to a neighboring corner. This detec-
tor works with a basic thresholding on images to 
facilitate the analysis of potential corners. Since the 
maps generated by the SLAM algorithm presented 
three states, they are represented on 3 levels in the 
grayscale, so use of filters, image gradients and other 
steps are not necessary. Just a thresholding step is 
necessary to obtain relevant image information.

Now, through the analysis of the 8 nearest neigh-
bors, a simple filter that speeds up the search on the 
image (pixels) is set. It is necessary that the central 
pixel has a level 1 in grayscale (white) because in this 
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way we can infer that, if the pixel is near to a corner, 
its 8 neighbors must show the required information 
to extract a real corner from this area of the image. 
Also, we can ensure that the pixel analyzed is the 
center of the feature because it is possible to infer 
that in this point exists the change of the image gra-
dient when we are in presence of a corner.

I x,y = 1                                     (15)

Fig 2. The analyzed pixel is C and the other 8 pixels are the 
nearest neighbor points of C. A, A’, B, B’ are the four direct 
neighbors, while P, P’, Q, Q’ are the diagonal one. To start 
the analysis of the point C, this point must have a level 1 in 
grayscale.

Now, each pixel that presents this first condi-
tion (15) is submitted to the analysis of its 8 nearest 
neighbors through of which it seeks to determine 
whether or not these neighbors have the character-
istic form of a corner. First of all, two measures (rS , rD) 
related to the 4 straight neighbors and the 4 diago-
nal neighbors must be calculated. Those neighbors 
are showed in Fig. 2 where it can be noted that this 
kernel or windows is similar to the Trajkovic one. 
With the information associated to those pixels, our 
corner detector works and calculates:

rS = A + A’ + B + B’                                                          (16)

r2 =  P + P’                                                                      (17)

r4 =  Q + Q’                                                                       (18) 

rD = r2 + r4 rD = r2 + r4                                                      (19)

As a complement of these measures, the algo-
rithm calculates the following values to increase the 
accuracy of the method to classify a feature point:

rSup = P + B + Q                                                              (20)

rDer = P + A + Q’                                                              (21)

rInf = P’ + B’ + Q’                                                              (22)

resqP= A + P + BresqP =  A + P + B                                                    (23)

Furthermore, it establishes a measure to deter-
mine how many pixels have a low value on grayscale 
or 0 in its information. To do this, it is calculated the 
following measure:

r  = rS + rD                                                                            (19)

With this information, it starts to perform the 
analysis of the pixel by applying the selection cri-
teria according to the number of pixels with a low 
level among its neighbors (measure r): 

If r=4, the selection criteria that it is applied is:

 ° If mod (resqP ) = = 0 & rS = = 2 & rSup+ rInf = 

            =3 & r2 != r4 , the analyzed pixel is a corner.

This criteria can be analyzed as points with fea-
tures as shown in Fig 3 where it showed only one 
case from the 4 possible cases (just turn the feature 
around the point C to get another feature with the 
same identity).

Fig 3. Feature extracted with this condition stated above. 
This is only one case from four possible ones.

 If  r=5, the selection criteria that it is applied is:

 ° If rS = = 2 & mod(rSup + rDer) = = 0, the ana-
lyzed pixel is a corner. 

This criteria can be analyzed as points with fea-
tures as shown in Fig 4 where it showed only one 
case from the 4 possible cases. This feature is the 
best one that our corner detector tries to find and 
determine, because it shows a complete corner 
around the point C analyzed.
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Fig 4. Feature extracted with the condition stated above. It 
shows the best corner formed around point C analyzed. With 
only 5 point disposed as in the image, the algorithm can 
detect this kind of feature

If  r=6, the selection criteria that it is applied is:

 ° If rS = =3 & rD = =3, the analyzed pixel is a 
corner.

In Fig 5, it is showed the extracted feature from 
this selection criteria. Features with another kind of 
neighbors configuration cannot be considered be-
cause it is considered by the algorithm as a noise.  

Fig 5. Feature extracted with this condition. This kind of 
feature it is a strange one but it appears in irregular map 
images, so it has to be considered because it show a good 
point to find out a reliable feature.

With these simple rules, the algorithm designed 
for feature extraction by detecting corners, makes 
a fast search by reducing the workspace since it 
discards pixels with irrelevant information or pixels 
with a low value on grayscale. However, discarded 
pixels are analyzed in other iterations if they are 
near to a real corner, so it is important because dis-
carded pixel can provide us information that helps 
to define the appearance of a corner in the image.

I V .  C O N F I G U R A T I O N  O F  C O R N E R 
D E T E C T O R  A L G O R I T M

Since this work presented a comparative analy-
sis of the corner detector techniques, it was neces-

sary to perform a parameter configuration of each 
corner detector in order to ensure optimal perfor-
mance of the methods.

Therefore, it was necessary to carry out program-
ming an ideal configuration of the algorithms stud-
ied in order to take full advantage of each technique 
and make a proper comparison among them. Addi-
tionally, it noted that the vast majority of techniques 
were programed using the  OpenCV 2.4 package 
where it was possible to find the official and opti-
mized algorithms for these techniques. However, 
not all techniques were supported with this package 
(Trajkovic detector), so it had to be programmed in 
order to measure their performance. The program-
ming language used was JAVA, which uses a wrap-
per or interface that allows to call native code from 
OpenCV; however, in this paper it was not possible 
to make an analysis of computation time because 
the techniques did not have an unified program-
ming language and this metric will depend largely 
on the expertise of the programmer to improve the 
performance of each one, so this comparison will 
carry out in future related work with a correct com-
putation time metric.

Once we exposed the framework in which these 
techniques were programmed, it was necessary to 
choose the best parameters displayed on the dif-
ferent techniques to improve the performance of 
each method. Based on earlier works [11-13], the 
parameters for Harris and Shi Tomasi detectors were 
set equally because of their similarity. For these two 
techniques, it was selected a kernel or mask with a 
size of 3x3 pixels for the Gaussian filter and for the 
kernel applied to calculate the corner measure. An 
increase of this window did not show a significant 
improvement, but it increased the computation 
time of the technique, as it is also exposed in [12]. 
Additionally, for Harris Corner Detector the k param-
eter was set to 0.04 based on the experience and 
recommendation of the author. The standard devia-
tion for the Gaussian filter applied was set to 1.

Finally, for the Trajkovic-Hedley algorithm, it was 
selected the analysis of its four direct neighbors. 
T1 and T2 thresholds used by the algorithm were 
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experimentally set according to the type of image 
analyzed in order to optimize the results obtained. 
In those tests, the results showed that an analysis in 
low resolution makes the algorithm miss important 
information because the points in low resolution 
may not correspond exactly to the same point in 
high resolution. Therefore, there was a high loss rate 
of points detected because the algorithm in this 
step loses accuracy.

V .  R E S U L T S

A. Test Images For Corner Detector Analysis

The test images used for this work are divided 
in two sets. First group images are testing images 
to analyze the performance of the corner detectors 
with images with a marked presence of characteris-
tic points. These images are shown in Fig 6.

Fig. 6. Test images used for the first group. They correspond 
to images with 2 values in the grayscale: Black color and 
White color.

The second set consists on maps obtained from 
the Simultaneous Localization and Mapping Algo-
rithm. They are low-dimensional images in gray-
scale. These images for the algorithm proposed 
here, does not require some pretreatment or filter-
ing algorithm to use. That is, do not require the use 
of Gaussian filter, edge extractors or thresholding as 
if it required by other techniques. These images are 
shown in Fig 7.

Results obtained for each technique are pre-
sented. This work takes into account the number of 
points extracted by each technique, that is, no addi-
tional steps are applied. Such as the case of the Shi-
Tomasi technique that applies a dispersion of the 
points in order to avoid concentrating the extracted 

points on specific areas or zones of the processed 
image. 

Fig 7. Test images used for the second group. They 
correspond to images with 3 values in the grayscale: Black, 
Gray 127 and White.

B. First Group of Test Images

As we mentioned above, techniques are ana-
lyzed in the images of group 1 as an initial step. This 
step is ought under this analysis to determine algo-
rithms performance against images with excellent 
characteristics. 

Figs 8, 9, 10 and 11 show the results from these 
techniques. From these images, all algorithms have 
an outstanding performance. All were able to de-
tect 100% corners present in the images. Thus, it can 
be noted that the algorithms discussed here, show 
a good performance in low-dimensional images in 
grayscale. And as the only point to highlight, the 
detection algorithm proposed in this paper, selects 
the characteristic point not on the edge of the fea-
ture but on a side of it. Thus, the algorithm focuses 
on the center of the extracted feature.

Fig 8. Feature points extracted by Harris Corner Detector. 
It can be denoted this technique has a good and reliable 
performance with this kind of images.
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Fig 9. Feature points extracted by Shi-Tomasi Detector. As 
it was expected, this technique achieved same results of 
the Harris Corner detector, because Shi-Tomasi is based on 
Harris.

Fig 10. Feature points extracted by Trajkovic-Hedley 
Detector. Also, Trajkovic-Hedley showed a good and reliable 
behavior with this kind of images.

Fig 11. Feature points extracted by our corner detector 
technique. It can be denoted how our corner detector 
approach extracts more features from the image (two 
features per corner). It shows that our algorithm is certainly 
best than the other ones in this images. 

C. Second Group of Test Images

These images, it was explained in previous sec-
tion, are generated by SLAM algorithm in low di-
mension in grayscale. These images have this fea-
ture since SLAM algorithm works with three states: 
Gray color corresponds to unknown state, Black 
color to occupied state and White color to free state.

Figs 12, 13, 14 and 15 show results obtained with 
the image from Fig 7. Techniques have a remarkable 
behavior except Trajkovic-Hedley detector with 
these images, because of its high noise content, de-
tected all edges of the image as feature points. This 
shows that in low-dimensional images in grayscale, 
this technique does not have an adequate perfor-
mance. The main reason is Trajkovic detects around 
corner if their neighbors have an opposite level of 
gray color to the level of gray color from analyzed 
point or pixel. 

Fig 12. Feature points extracted by Harris Corner Detector in 
images generated by SLAM algorithm.

 

Fig 13. Feature points extracted by Shi-Tomasi Detector in 
images generated by SLAM algorithm.

 

Fig 14. Feature points extracted by Trajkovic-Hedley in 
images generated by SLAM algorithm.
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Fig 15. Feature points extracted by our corner detector 
technique in images generated by SLAM algorithm.

 

Another analysis that can be deduced from re-
sults shown in Figs 12, 13, 14, and 15, is the detec-
tion of corners or feature points extracted by the 
proposed technique. Notice that the extracted 
points are properly on the areas of greatest pres-
ence of edges, showing robustness to noise in the 
images. This noise is very common in this type of 
pictures, due to the SLAM algorithm in itself esti-
mates the probabilistic map information from the 
sensor system of the robot, as it is known, this infor-
mation carries a high level of noise. So, if the results 
obtained by the Harris and Shi-Tomasi techniques 
are observed, these detected in areas whose char-
acteristic information for the map corresponds to 
poor or noise information in the image. This idea is 
important because with the aim of developing a map 
merging algorithm, it will not improve the matching 
results between characteristic points of different 
maps, because this information, to be product of 
the sensor noise, cannot be present in other maps 
analyzed by the algorithm. Thus, a match on these 
points would not be expected and therefore, time 
consumption of the algorithm will increase finding 
matches on points with noisy information. 

Finally, results presented in this work, you may no-
tice that, although the Shi-Tomasi technique is based 
entirely on the Harris detector, it has different results 
in terms of the dispersion of the results obtained. It 
may be noted that, while Harris results concentrat-
ed on certain regions, Shi-Tomasi, from the official 
OpenCV implementation, scattered over the results 
without creating concentrations of the detected 
points. This can be beneficial for images with little 

information on their pixels, because it can be spread 
effectively, but dangerous in images with high level 
of noise, because the detector tends to extract points 
with no representative image information.

From Fig 16, it can notice how the Shi-Tomasi al-
gorithm tends to detect points in the center of it, 
where there is not characteristic information. Also, 
it can be seen how Shi-Tomasi detected several un-
important points. This technique detects the point 
as a feature point, but as stated above, this point 
can really noisy correspond to information that was 
leaked on the SLAM algorithm.

Fig 16. a) Results obtained by Harris Corner Detector. b) 
Results obtained by Shi-Tomasi Detector. In the middle 
of the images, our corner detector does not detect noisy 
features. Situation that it is opposite from Shi-Tomasi 
algorithm.

 

D. Discussion

With the results shown in the last section, it can 
be denoted that the proposed technique is equiva-
lent to the Shi-Tomasi technique in terms of the 
performance for both groups of images. Both tech-
niques detect features in the same areas, but it exists 
a short different with noisy areas as it is showed in 
Fig 16, our corner detector is more robustness than 
Shi-Tomasi method. Although Shi-Tomasi working 
properly for pictures with a low change in the image 
gradient, it does not work so well well with images 
with some degree of noise. Its dispersion parameter 
can be a point of analysis to make it more robust 
against this type of drawbacks. However, this is the 
best performing technique of those algorithms 
analyzed here. But, our corner detector has an out-
standing performance in images with some degree 
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of noise (figures from images group 2). That was the 
best conclusion of our research.

Furthermore, the Trajkovic-Hedley, although this 
technique presents some important results, always 
requires a tuning of thresholding parameters T1 and 
T2. Therefore, for a real-time application, requires an 
optimal strategy that automatically tune them once 
processed images change in the information con-
tained in the pixels. Furthermore, as shown in the 
previous section, the Trajkovic-Hedley technique has 
unsuitable performance in low dimensional images 
in grayscale (figures from images group 2). There-
fore, for a merging map algorithm, this technique is 
discarded by the results obtained in this work.

TABLE I. COMPARISON TABLE OF CORNER DETECTORS

Comparison and Analysis of Corner Detectors

Images Group 1 Images Group 2

Technique
#                   

Extracted 
Points

#                   
Extracted 

Points

#                    
Extracted 

Points

#                   
Extracted 

Points

Harris Corner 
Detector

122 673 106 110

Shi-Tomasi 
Detector

25 49 57 50

Trajkovic-Hed-
ley Detector

41 196 987 859

Our Corner 
Detector

41 196 66 84

An additional point to note is the homogeneity 
of the Trajkovic-Hedley detector and our corner de-
tector, results shown in the Table I, with the number 
of feature points extracted in the image group 1: 
both detectors extracted the same number from ex-
tracted points. This can be explained, because both 
techniques perform an analysis of the four/eight 
nearest neighbors around the analyzed pixel. So it 
is possible to state, those pixels have the same infor-
mation for both methods and their corner measure 
is similar. That is the reason which causes both algo-
rithms detect the same points in the image.

Also, from Table I, it is possible to conclude that 
our corner detector and Shi-Tomasi algorithm are 
more efficient in feature detection, because they are 
more accuracy than the other techniques. 

Both methods detected a lower quantity of cor-
ners (66-64 and 57-50 points, respectively), but, from 
Fig 13 and 15, those points are richer in reliable infor-
mation than the other ones from the others meth-
ods. Both algorithm are quite accuracies and fast. 

V I .  C O N C L U S I O N

From the different techniques results presented, 
two detectors have better performance: Shi-Tomasi 
detector and the corner detector proposed in this 
paper. These two techniques did not require addi-
tional configuration or changes in parameters for 
extracting points. This demonstrates robustness of 
the two techniques analyzed here, when they ex-
tracts features in real time images. So, they can be 
used in real-time applications like video processing 
because they do not need any configuration if im-
age conditions change. Also, they can be used in 
applications related to map merging algorithms or 
SLAM techniques.

Fig 17. High dimension image in grayscale. This image uses 
the entire grayscale, so it is a good candidate to be analyzed 
in future works. Image taken from [14].

Finally, taking into account the focus of this analy-
sis, the proposed technique is the most prominent 
feature detector to be used as the initial step for a 
merging map algorithm to develop, since it presents 
the best performance in the techniques analyzed 
here. However, in initial tests with images in high 
dimension in grayscale (images not considered in 
this paper), the programmer must choose a suitable 
threshold and an edge extractor (like Sobel Filter) to 
prepare the image before using the technique pro-
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posed in this paper. Fig 17 shows an example of this 
kind of images used in these initial tests. We think our 
algorithm would improve its performance if we tune 
and chose the correct parameters for the edge ex-
tractor and filters, so results obtained with this type 
of images and filters will be present as a future work.

V I I .  F U T U R E  W O R K

As a future work, we have to carry out other tests 
to state, with more reliability, the performance of 
our proposed corner detector. In fact, we want to 
extend this technique to normal images because 
we found out that our corner detector could be ap-
plied to low and high resolution images which use 
the entire gray scale. Furthermore, we think our al-
gorithm would improve its performance if we tune 
and chose the correct parameters for the edge ex-
tractor and filters. Those works will be present in fu-
ture related works.
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